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Towards Real-world Social Al

Comprehend human social cues, Engage in social Understand social norms and
intents, affective states conversation common-sense

i Label
/ positive word abels
| would love to take this teddy bear for a spin on my motorcycle.
. — Emotion
smile

Language: And he I don t think he got mad when hah Too much too fast, I mean we basically just
1 don 't know maybe. get introduced to this character-...

g @ o .\ In front of me, of course. | don't want to get hit by a car. Se nti me nt
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tearful eyes Humor
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Applications

Algorithms

Towards Real-world Social Al
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Comprehend human social cues, intents,

affective states
Language: And he I don 't think he got mad when hah

1 don 't know maybe.
=
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Vision: 2 @
8
]
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Acoustic:

(frustrated voice)

Engage in social
conversation

I would love to take this teddy bear for a spin on my motorcycle.

Ha, would the teddy bear ride in a basket in front of you or in a sidecar?

In front of me, of course. | don't want to get hit by a car.

Yes, good point - the sidecar would take up a lot of room

| think it would be fun to ride on the back of a motorbike with a stuffed animal in

the basket.
Do you ride your motorbike often?

1 used to ride a lot when | was younger, but | haven't been on one in a long
time.

smile

Understand social norms and

common-sense
positive word Emotion
Sentiment
Personalities
laugh  negative word Deception
Sarcasm
closed eyes
Humor

Multimodal perception

Utterance: “Great, now he is waving back”

Emotion: Disgust Sentiment: Negative

Text Audio Visual

Positive/Joy Flat tone Frown

Multimodal
Perception

et
e
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@

®

Multimodal
Interaction

Multimodal interaction

Player Environment

D self_name - villager D self_name - knig}
player parmer_name - knight

think knights are amazing. .
castle

i
setting_name - Castle gat
setting - The large woode:

layer
s e

“It can be tough but
'm happy to do it. =
will potect the realm” U g

predicicd
il
;l—— emote smile A




Applications

Algorithms

Foundations

Towards Real-world Social Al

Carnegie Mellon University

Comprehend human social cues, intents, Engage in social Understand social norms and
affective states conversation common-sense
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Resources: https://github.com/pliang279/awesome-multimodal-ml

Robustness

imperfect multimodal data

Fair learning

Privacy-preserving

Generalizable to low-resource

SPEECH (TEXT IN PARENTHESIS)

Applications
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affective states

Comprehend human social cues, intents,

Engage in social
conversation

Understand social norms and

common-sense
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imperfect multimodal data

Fair learning
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Resources: https://github.com/pliang279/awesome-multimodal-ml

Privacy-preserving Generalizable to low-resource

Comprehend human social cues, intents,
affective states

; &

SPEECH (TEXT IN PARENTHESIS)
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Engage in social

conversation common-sense

Applications

Understand social norms and
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Multimodal Benchmarks

Large benchmarks for multimodal affect recognition

Language: And he I don't think he got mad when hah Too much too fast, I mean we basically just All I can say is hes a pretty average guy.

I don 't know maybe. get introduced to this character...
.5 28 ‘ g’ ew
— 2] o =
Vision: o £ 28 ‘
=1 S £ =)
8 = g @
< k=) =)
O o) O
Acoustic: (frustrated voice) (angry voice) (disappointed voice)

Liang et al., Computational Modeling of Human Multimodal Language. Master’s Thesis 2018
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Multimodal Benchmarks

Large benchmarks for multimodal affect recognition

Language: And he I don't think he got mad when hah Too much too fast, I mean we basically just All I can say is hes a pretty average guy.

1 don 't know maybe. get introduced to this character...
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Acoustic: (frustrated voice) (angry voice) (disappointed voice)
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Liang et al., Computational Modeling of Human Multimodal Language. Master’s Thesis 2018
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Multiscale Benchmarks for Multimodal Learning

Domains Modalities Evaluation
Affective computing Healthcare Language Image Performance
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Liang et al., MultiBench: Multiscale Benchmarks for Multimodal Representation Learning. NeurlPS 2021 Benchmark Track
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Multiscale Benchmarks for Multimodal Learning

Standardized implementation of >20 multimodal methods

Data preprocessing Unimodal models

Fusion paradigms

Optimization objectives

Training procedures

It gives me much insight

1111
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%

Zag—Faa—% ¥ S

‘Csup - = logp(ylxl,xz)
Lcca = —corr (91(21), 92(22))

Erec = Hgl(zmm) - X1“2

+ ||92(Zmm) — X2|2

Liang et al., MultiBench: Multiscale Benchmarks for Multimodal Representation Learning. NeurlPS 2021 Benchmark Track
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Multiscale Benchmarks for Multimodal Learning

Methods struggle to perform outside of their own domain

B in-domain datasets
Bl out-domain datasets
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Liang et al., MultiBench: Multiscale Benchmarks for Multimodal Representation Learning. NeurlPS 2021 Benchmark Track



Multiscale Benchmarks for Multimodal Learning

Strong tradeoffs between performance and complexity

Performance —

MulT

v

Best Un

dal

Training Speed —

Carnegie Mellon University

Liang et al., MultiBench: Multiscale Benchmarks for Multimodal Representation Learning. NeurlPS 2021 Benchmark Track
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Multiscale Benchmarks for Multimodal Learning

Strong tradeoffs between performance and robustness

Performance —
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(a) Relative robustness
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(b) Effective robustness
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Liang et al., MultiBench: Multiscale Benchmarks for Multimodal Representation Learning. NeurlPS 2021 Benchmark Track



Robust Multimodal Learning

Improving robustness to noisy modalities via low-rank tensors

o
&

clean multimodal data

_._._._.l_.

—— clean
—— random drop
—— structured drop

°
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tensor rank regularization

Decomposition loss
o
N

e
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imperfect multimodal data

| -1 N

clean entries imperfect entries

o
=)

1234567 891011121314151617181920212223
Decomposition rank

Imperfection -> higher rank

Carnegie Mellon University

CMU-MOSI Test Accuracy

0551 EFLSTM
LFLSTM
0.50}| — TFN

Sentiment classification accuracy
o
o
o

— T2FN without rank reg.
— T2FN with rank reg.

0485 01 02 03 04 05 06 07 08 09 10
Noise level

o
'S
[

Regularizing rank -> more robust

Liang et al., Learning Representations from Imperfect Time Series Data via Tensor Rank Regularization. ACL 2019
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Robust Multimodal Learning

Factorized representation learning

Language: And he I don't think he got mad when hah Too much too fast, I mean we basically just All I can say is he’s a pretty average guy.
1 don 't know maybe. get introduced to this character-...

Vision: 5 ‘ Ef Lo '
< ol s B
8 E g a
] - (=} ]
&} =) @)
Acoustic: (frustrated voice) (angry voice) (disappointed voice)

7 @ @ @ _____ "Zn reconstruction icxi(xi,F(Gai(Zai),Gy(Zy)))

Za2 @ @ a Zy Zy «@ ..... » Za2
Za3 @ @ 0 @ ..... > Za3

MFM (b) MFM orior -~ ADk1,(Q(2z|x)||P(z))

prediction cy (Y, D(Gy (Zy)))

(a)

Generative Network Inference Network

Tsai*, Liang™ et al., Learning Factorized Multimodal Representations. ICLR 2019
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Robust Multimodal Learning

Improving robustness to missing modalities via cross-modal translation

/ Bimodal Cyclic Translations \
Joint Representation Visual Modality

backward backward E I l

k Sentiment Prediction /

forward forward

7~ N\

Today was a great day! |..

Language Modality

Only language modality required at test time!

Pham™, Liang™ et al., Learning Robust Joint Representations via Translations Between Modalities. AAAI 2019
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Social Biases in Sentence Embeddings

Liang et al., Towards Debiasing Sentence Representations. ACL 2020
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Social Biases in Sentence Embeddings

Samples

“the mailing contained information about their history
and advised people to read several books,
which primarily focused on {jewish/christian/muslim} history”

“{his/her} fans walked out muttering words like horrible and terrible,

but had so much fun dissing the film that they didn’t mind the ticket cost.”

Binary Gender Multiclass Religion —
rp— T : “roommate cut my hair without my consent,
mman, woman jewish, christian, muslim ended up cutting {himself/herself} and is threatening to
he, she torah, bible, quran P g &

call the police on me”

father, mother synagogue, church, mosque “that’s the kind of strength that I want in the {man/woman} 1 love!”

son, daughter rabbi, priest, imam “and {his/her} family is, like, incredibly confused”

& *

BERT

ele]. Bl [&]

bias attribute words > contextualization
R1: male R2: female
d
V=PCAk U U (W—[.Lj) .
j=1 WERJ'

— estimate bias subspace

bias representations

Liang et al., Towards Debiasing Sentence Representations. ACL 2020

> encode
k
hy = ) (h,v;)vj,
j=1
h=h-hy
> neutralize



Social Biases in Language Models

The man performing surgery is a
The woman performing surgery is a

The man performing surgery is
The woman performing surgery is

GPT-2

Carnegie Mellon University

Prompt Generated text
The man worked as a car salesman at the local
Wal-Mart
The woman worked as| a prostitute under the name of
Hariya

The Black man a pimp for 15 years.
worked as

The White man a police officer, a judge, a
worked as prosecutor, a prosecutor, and the

president of the United States.

The gay person was

his love of dancing, but he also did

known for drugs
The straight person | his ability to find his own voice and
was known for to speak clearly.

Examples from Sheng et al., (2020)

Liang et al., Towards Understanding and Mitigating Social Biases in Language Models. ICML 2021
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Social Biases in Language Models

GPT-2
scientist (male bias)
doctor (male bias) (1) Identify bias-
nurse (female bias) [ sensitive tokens
artist (female bias)
T )= exp thx
i Y exphlwy
@ male context A @
A female context A i ® & (2) Nullspace
projection
GPT-2

oot

The man worked as

A-INLP

scientist
doctor
nurse
artist

T

Projection onto
bias subspace

_ ZweV’ p; (w|ct—1)XQ(w)
Y wev Py (w]ce-1)

Top-K tokens

Liang et al., Towards Understanding and Mitigating Social Biases in Language Models. ICML 2021
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Applications in Healthcare
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Daily mood prediction as a stepping-stone towards real-time assessment of suicide ideation.
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Applications in Healthcare

UNIVERSITY OF
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Centralized training Real-time assessment
Aggregate ™) eeses
. seree P - & b

%,

Privacy-preserving representation learning Data challenges
= Multimodal data sources + highly heterogeneous user data
E Typed text

Privacy challenges
Data privacy: does the data itself stay safe and secure
Feature privacy: do the learned features encode private information

Decentralized multimodal mobile device data

Liang et al., Learning Language and Multimodal Privacy-Preserving Markers of Mood from Mobile Data. ACL 2021



Privacy-preserving Learning

Centralized training

. Aggregate m—ceesy
o0 00
M \
Privacy-preserving representation learning
—

Decentralized multimodal mobile device data

Real-time assessment

o
v

Carnegie Mellon University
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Text + Apps

Apps

Raw features

91.82
85.94
36.72

w
v

w
o

Y
w

Ey
o

performance (mood pred fl score)

w
w

-_ \

text + keystrokes + apps
text + apps

text

apps

keystrokes

w
N=}

60 50 40

privacy (identity pred accuracy)

Liang et al., Learning Language and Multimodal Privacy-Preserving Markers of Mood from Mobile Data. ACL 2021




Real-world

Applications

Algorithms

Foundations

The End!
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Robustness Fair learning

Privacy-preserving

imperfect multimodal data

Generalizable to low-resource Applications

SPEECH (TEXT IN PARENTHESIS)
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affective states
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conversation

Understand social norms and
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